
Background

Contributions

Details
LLMs improve by
training at test-time.

Training on the most 
informative data yields the 
largest performance gains.

● Goal: Learn a specific model, tailored to 
each prompt.

● This requires automatic data selection.

How can we select data that effectively 
reduces uncertainty about the response?

We find: Nearest neighbor retrieval 
selects redundant data ↓

● We propose SIFT, which selects data 
that maximally reduces the LLMs 
“uncertainty” about its response.

● SIFT tractably & effectively estimates 
the LLMs relative uncertainty.

● We show that test-time training can 
improve the performance of SOTA small 
language models.
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● We evaluate on the broad Pile corpus.
● Test-time training with SIFT robustly 

outperforms base model and baselines.

1. Estimate uncertainty

2. Minimize “posterior” uncertainty

Theory: 


