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Test-time fine-tuning

1. take pre-trained model    


2. given input , find local data  from memory


3. fine-tune model  on local data  to get local model    


4. predict 
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(Bottou, Vapnik; ’92 & Hardt, Sun; ICLR ’24)



Test-time fine-tuning vs “normal” fine-tuning
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all token 
sequences
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Transduction
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(Vapnik; ’80s)

“When solving a problem of interest, do not solve 
a more general problem as an intermediate step. 
Try to get the answer that you really need but not 
a more general one.”



• previous work used Nearest Neighbor (NN) 
retrieval in some metric space


• we show: NN is suboptimal!

Which local data  to use?Dx
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SIFT: Selecting Informative data for Fine-Tuning
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Principle: 
Select data that maximally reduces “uncertainty” 
about how to respond to the prompt.

1. Estimate uncertainty

2. Minimize uncertainty



• Making this tractable…


Surrogate model: approximate model  as logit-linear model in a 
known representation space


• Error bound:

f

1) Estimating uncertainty
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 linear representation hypothesis (e.g., Park et al; ICML ’24)→

dTV( fn(x), f ⋆(x)) ≤ β(δ) σn(x) (with prob. 1 − δ)

  measures uncertainty about response to !→ σn(x) x
scaling uncertaintyerror

dTV( fn(x), f ⋆(x))



• SIFT: minimize uncertainty about response to input 


• convergence of uncertainty is guaranteed!


 predictions can only be as good as the data

and the learned abstractions!

x⋆

→

2) Minimizing uncertainty
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Dx⋆ = Xn ∪ {xn+1}  with xn+1 = argmin σXn∪{x}(x⋆)
x

irreducible uncertainty

→ σ∞(x⋆)σn(x⋆)



Evaluation: language modeling on the Pile
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Pile dataset
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with GPT-2 Observations 

• larger relative gains with 
stronger base models


• larger relative gains with 
larger “memory”
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New SOTA on the Pile benchmark

ours

https://paperswithcode.com/sota/language-modelling-on-the-pile

40x larger



Conclusion
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• SIFT selects more informative data than 
Nearest Neighbor retrieval


• Test-time fine-tuning is a promising 
paradigm to allocate compute to tasks 
we find interesting

Happy to discuss more

jonas.huebotter@inf.ethz.ch

mailto:jonas.huebotter@inf.ethz.ch
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